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a b s t r a c t

Wireless vehicle-to-vehicle communication brings inevitable imperfections. This work simultaneously
addresses the resource utilization and security issues for a vehicle platoon. Inspired by the modeling
of denial of service attacks, a novel queuing model is constructed to depict false data injection attacks.
A switched event-triggered mechanism is proposed to optimize network resources. The transmission
rate can be actively reduced when the system is under malicious attacks. Then, a unified error system
is established, where string stability is interpreted as global exponential stability. By using a proper
Lyapunov function, a co-design approach is developed for closed-loop controllers and event-triggering
parameters, with which the vehicle platoon can maintain a small safety distance and resist the negative
impacts of cyber attacks. Finally, the proposed methods are verified by a virtual vehicle platoon.

© 2022 ISA. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Intelligent transportation systems devote to solving the issues
f traffic congestion, traffic safety and energy consumption while
he connected vehicle system is one of the most promising de-
elopment tendency [1]. Owing to inter-vehicle communication,
ehicles can share all local information with surrounding ones. As
uch, vehicles in a platoon are tightly coupled, which contributes
o efficient and accurate traffic control. In this circumstance, co-
perative adaptive cruise control (CACC) systems have attracted
ignificant attentions over the years [2]. The main objective of
ACC is to maintain a desired inter-vehicle distance while resist
he disturbances added to the string of vehicles. There are mainly
wo types of spacing schemes, that is, the constant spacing policy
nd constant time policy. [3] pointed out that the former was
ore commonly used in control applications although the latter
eemed more rational. Another research hotspot lies in the con-
rol stability [4]. Since the disturbances can be amplified step by
tep, the vehicle platoon may be unstable even if every individual
ehicle is guaranteed to be stable. It is mainly referred to as string
tability, which is an essential requirement for vehicle platoons,
ee, e.g., [5–7]. In addition, Lyapunov approaches are employed to
eal with the stability issues of vehicle platoons [8], where string
tability is interpreted as asymptotic stability.
Wireless vehicle-to-vehicle communication is the basic ingre-

ient to implement the advantages of CACC. However, it brings
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inevitable imperfections such as transmission delays and packet
losses, see [9–11] and the references therein. In CACC, data ex-
changes among vehicles are usually implemented by a dedicated
short range communication (DSRC) network, which is short of
high level of security mechanisms and vulnerable to cyber at-
tacks [12]. Cyber attacks have called for significant attentions due
to their severe consequences. To name a few of the preliminary
outcomes, [13] designed a set of observers for connected vehicle
systems to detect the occurrence of cyber attacks using an adap-
tive estimation theory; An adaptive sliding mode observer was
developed to estimate the longitudinal position, velocity and ac-
celeration of the preceding vehicle for CACC [14]; In [15], a partial
differential equation model was employed to diagnose a specific
type of cyber attack called ‘‘false data injection (FDI)’’ attack in
the vehicle platoon system; A novel resilient distributed state es-
timator was proposed to counteract the negative impact of cyber
attacks, such as denial of service (DoS) or FDI attacks [16]. From
the above approaches, existing researches primarily stay at the
network layer rather than from a control-oriented perspective.
In fact, vehicle platoons can be considered as networked control
systems [17,18]. FDI attacks, a type of deception attacks aiming
to interpolate inter-vehicle information, are mostly modeled as
stochastic approaches in the existing literature, which rely unduly
on priori knowledges of cyber attacks. However, it is not entirely
realistic to catch the real intentions of attackers in advance. For
the vehicle-to-vehicle network, the research work for designing
resilient and precise controllers subject to specific cyber attacks

is still largely open, which inspires one motivation of this study.
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To achieve all the advantages of CACC, it is critical to overcome
another network-induced imperfection, that is, excessive occu-
pancy of DSRC network resources. Considering the digital nature
of DSRC, most existing results of vehicle platoon control belong
to a time-triggered communication scheme [19]. The scheduling
of released data is purely based on a fixed sampling period
but not on the actual control requirements. Such a resource-
aware control scheme can refer to event-triggered mechanisms
(ETMs) [20,21], in which data transmissions are permitted only
when predefined triggering conditions are satisfied. Compared
with time-triggered mechanisms, more network resources can
be saved through ETMs. Especially in the case subject to cyber
attacks, high transmission rates might degrade the control perfor-
mance on the contrary as more polluted data are brought in. The
event-triggered strategy can take full consideration of attacks,
which yields specific triggering conditions. In fact, ETMs have
been well researched and applied to certain fields [22]. In [23],
an adaptive event-triggered scheme was designed for networked
nonlinear interconnected systems, in which the triggering thresh-
old varied with the error of the system state. [24] investigated
an event-triggered control issue of a DC microgrid with multiple
nonlinear constant power loads. In [25], a novel memory-based
ETM was proposed for cloud-aided active suspension systems,
then a better suspension performance was gained under de-
ception attacks. Considering the efficient use of scarce network
resources, two dynamic event-triggered control strategies were
designed, and the dynamic ETM could obtain a larger inter-
execution time than static ones [26]. In [27], a dynamic triggering
threshold was designed by an adaptive rule, which relied on the
current system state. This idea yields a larger threshold to reduce
trigger frequency when the state approaches the equilibrium
state. From the literature above, it is indicated that great efforts
have been made to perfect the event-triggered communication
scheme according to specific systems’ requirements. When it
comes to the control issue of vehicle platoons, a few research
results are available, including [28–32]. Event-triggered commu-
nication schemes were established for a platoon system [28]
and a CACC system [29], where the issue of time-varying trans-
mission delays was investigated. [30] proposed a dynamic ETM,
with which the frequency of sampled-data transmission could
be significantly reduced. [31] was concerned with the design of
distributed event-triggered observers, where collision avoidance
and limited communication source of each vehicle were simul-
taneously considered. Nevertheless, in terms of the ETM itself,
few improved ETMs have been developed for vehicle platoons.
And how to design specific and optimized ETMs for vehicle pla-
toons still remains a challenging work, especially in the network
environment with attacks, which inspires another motivation of
present work.

In this paper, we address the resource utilization and secu-
rity issues for a vehicle platoon simultaneously. Suppose that
the vehicle-to-vehicle communication suffers from FDI attacks.
Inspired by the modeling of DoS attacks in [33], FDI attacks are to
be modeled in terms of queuing approaches, which are composed
of alternant sleeping time intervals and active time intervals.
Such stealth attack behaviors are more in line with the attackers’
intentions. An event-triggered strategy is adopted to reduce the
releasing rate of sampled data. Unlike the static one in [20], an
improved ETM is to be designed. To sum up, the highlights can
be listed as follows:

(1) A new queuing model is developed to depict the nature of
FDI attacks. To the best knowledge of the authors, it is the first
attempt to construct such a queuing model.

(2) A novel switched event-triggered communication scheme
is proposed. Compared with the existing improved approaches
[23–27], this novel scheme takes full consideration of the nega-
tive effects of FDI attacks. By introducing an attack energy related
368
triggering parameter, it can adaptively reduce the transmission
rate. The larger the attack energy is, the less data will be released.

(3) Through Lyapunov functional approaches, a co-design
method is developed for closed-loop controllers and ETM param-
eters, which guarantee the concerned system to be exponentially
stable.

(4) The proposed method is applied to a virtual vehicle platoon
composed of five vehicles, in which a targeted experiment of
vehicle tracing is designed.

Notations: In this work, IN is a N-dimensional identity matrix.
For a matrix Q , Q−1 and Q T denote its inverse and transpose,
espectively. For a symmetric matrix Q , λmin(Q ) and λmax(Q ) are
defined as the minimum and maximal eigenvalue of Q . For a
real number n, ⌊n⌋ represents the largest integer no more than
n. Without special declarations, matrices are assumed to have
compatible dimensions.

2. Problem formulation

2.1. Vehicle model

Consider a vehicle platoon as shown in Fig. 1, which is com-
posed of a leading vehicle and N followers. We denote pi, vi
nd ai as the ith vehicle’s position, velocity and acceleration.
ach follower is capable of measuring the relative distance with
espect to its preceding vehicle by onboard sensors. Meanwhile,
ach vehicle shares its information of velocity and acceleration to
ts follower through DSRC network. It is worth pointing out that
ot all the sampled data are transmitted while an event trigger
s equipped to determine a process of transmission on demand.
uring data exchange processes, network-induced delays and
ackage losses are assumed to be out of scope of this work. Note
hat the i−1th vehicle’s information is used during the design of
th vehicle’s controller and event trigger.

The main control objective of the vehicle platoon is to main-
ain a certain safety distance between two adjacent vehicles.
uppose that the constant distance spacing policy is adopted [3],
he spacing error can be defined as
p
i (t) = pi − pi−1 + L + rd (1)

where L is the vehicle length and rd represents the desired safety
distance.

Although vehicle systems belong to strong nonlinear sys-
tems, a simple linear model is wildly used by linearization tech-
niques [34]. The dynamics of the ith vehicle can be expressed as⎧⎨⎩

ṗi(t) = vi(t)
v̇i(t) = ai(t)
ȧi(t) = −ai(t)/πi + ui(t)/πi

(2)

where πi is a time constant relevant to engine’s dynamics.
To maintain the safety distance mentioned above, it is critical

to make the follower match the velocity of the preceding one.
Define an error vector ei(t) =

[
epi (t) evi (t) eai (t)

]T , where
evi (t) = vi(t) − vi−1(t), eai (t) = ai(t) − ai−1(t), then we consider a
control law of the following form:

ui(t) = Kiei(t) (3)

here Ki =
[
kpi kvi kai

]T is the controller gain to be designed.
In this work, the vehicle platoon including N+1 vehicles will

e integrated into an extended error system. According to (2), the
ndividual error system can be written as

˙ (t) = A e (t) + B u (t) − B u (t) (4)
i i i i i i−1 i−1



F. Yang, Z. Gu, L. Hua et al. ISA Transactions 131 (2022) 367–376

w

A

Fig. 1. Vehicle model.
Fig. 2. Time sequence of intermittent FDI attacks.
here

i =

[0 1 0
0 0 1
0 0 −1/πi

]
, Bi =

[ 0
0

1/πi

]
.

Define e(t) = [eT1(t), e
T
2(t), . . . , e

T
N (t)]

T and u(t) = [u1(t),
u2(t), . . . , uN (t)]T as the extended error vector and input vector,
respectively. Combining Eqs. (2) and (4), we gain the extended
error system as

ė(t) = Ae(t) + Bu(t) (5)

in which

A =

⎡⎢⎢⎣
A1 0 · · · 0
0 A2 · · · 0
...

. . .
. . .

...

0 0 · · · AN

⎤⎥⎥⎦ ,

B =

⎡⎢⎢⎣
B1 0 · · · 0

−B1 B2 · · · 0
...

. . .
. . .

...

0 · · · −BN−1 BN

⎤⎥⎥⎦ .
2.2. Modeling of false data injection attacks

The error information in (5) relies on data transmission via
DSRC network. However, the network is vulnerable to cyber
attacks and a queuing model is to be developed for FDI attacks.

Consider an intermittent attack signal:

γ (t) =

{
1, t ∈ [gn, gn

+ gn
off )

2, t ∈ [gn
+ gn

off , g
n+1)

(6)

where 0 ≤ gn < gn
+gn

off < gn+1 for n ∈ N. Fig. 2 shows a random
example, and γ (t) is used to identify two different attack modes.
When γ (t) = 1, the concerned system is healthy and [gn, gn

+gn
off )

is called the nth sleeping time interval; when γ (t) = 2, FDI
attacks are acting on the system and [gn

+ gn
off , g

n+1) is defined
as the nth active time interval.
369
Remark 2.1. Deception attacks are usually modeled as stochastic
approaches, which heavily depend on aforehand estimations of
attackers’ intentions. In contrast, γ (t) represents a kind of real-
time detection signal. On this basis, it gives rise to the potential
of more precise controllers. Of course this assumes that the cyber
attack is detectable.

Considering the periodic event-triggered strategy in Fig. 1, the
attack signal can be rewritten as

γ (t) =

{
1, t ∈ [Gn,Gn

+ Gn
off )

2, t ∈ [Gn
+ Gn

off ,G
n+1)

(7)

where Gn
= (⌊gn/h⌋ + 1)h, Gn

off = {⌊(gn
+ gn

off )/h⌋ + 1}h −Gn. We
define Λ1

n ≜ [Gn,Gn
+ Gn

off ) and Λ
2
n ≜ [Gn

+ Gn
off ,G

n+1).

Remark 2.2. In the framework of event-triggered communication
schemes, the sampling instants are the meaningful moments
when the sampled data is considered to be released or not.
That is, effective attack behaviors begin right from the sampling
instants. For example, as shown in Fig. 2, the first attack arrives
between the 4th and 5th sampling instant. Through the equiva-
lent disposal in (7), the 5th sampling instant is considered as the
beginning point.

Considering that cyber attacks are usually power-constrained,
the following assumption can be made:

Assumption 2.1. The active time interval Λ2
n is always con-

strained by a scalar Gmax > 0 while the sleep time interval Λ1
n

is constrained by a scalar Gmin > 0.

inf
n∈N

{Gn
off } ≥ Gmin (8)

sup
n∈N

{Gn
on} ≤ Gmax (9)

where Gn
on = Gn+1

− Gn
− Gn

off .

Let xi(t) =
[
0 vi(t) ai(t)

]T denote the state to be transmit-
ted to the i + 1th vehicle and x′(t) =

[ p ]T denote the
i ei (t) 0 0
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ocal information. Under false data injection attacks, the i + 1th
ehicle receives the contaminated data as

ˆi = xi(t) + fi(t) (10)

here fi(t) is the injected false data. It is a bounded signal and
ssumption 2.2 gives the related description.

ssumption 2.2. The injected false data fi(t) satisfies the follow-
ng constraints:

fi(t) ∥2⩽ ϵ∥xi(t) − xi−1(t) ∥2 (11)

emark 2.3. FDI attacks belong to a type of deception attack.
he attackers need to gain the information of the target system
hile they try to elude network security mechanisms. Besides,

or the security mechanism of a vehicle platoon, the emphasis
ill be placed on the error information xi(t) − xi−1(t). Hence,

Assumption 2.2 takes a full consideration of the attackers’ inten-
tions and security strategies.

2.3. Design of switched event-triggered mechanism

To optimize the efficiency of network resources, an event-
triggered strategy is employed in this work. Considering the inter-
mittent behaviors of FDI attacks, a novel switched event-triggered
mechanism (SETM) is proposed:

t i,γ (t)n,si+1h =t i,γ (t)n,si h + min
li≥0,li∈N

{
lih | ∆T

i Ωγ (t)∆i

−σi(t)ΘT
i Ωγ (t)Θi ≥ 0

}
(12)

in which

σi(t) = σ0 + ωϵ(γ (t) − 1),

∆i ≜ ∆i(t i,γ (t)n,si h + lih) = xi(t i,γ (t)n,si h + lih) − xi(t i,γ (t)n,si h),

Θi ≜ Θi(t i,γ (t)n,si h + lih) = xi(t i,γ (t)n,si h) − x̂i−1(t
i−1,γ (t)
n,ŝi−1

h),

ŝi−1 = argmin
q∈N

{
t i,γ (t)n,si + li − t i−1,γ (t)

n,q | t i,γ (t)n,si + li > t i−1,γ (t)
n,q

}
,

t i,1n,0h ≜ Gn, t i,2n,0h ≜ Gn
+ Gn

off .

where {t i,γ (t)n,si h} are the releasing instants of the ith vehicle during
the nth sleeping time interval or active time interval, σ0 > 0 and
ω > 0 are prespecified constants, Ωγ (t) are weighting matrices.

Remark 2.4. From the SETM (12), we can see that the triggering
condition is adaptive for different attack modes. When γ (t) = 1,
no attack is acting on the system and the SETM degenerates to the
static one as in [33]; when γ (t) = 2, the system is suffering from
malicious attacks. In fact, polluted data has a negative effect on
the system performance. In particular, the higher level the attack
is, the less data is expected to be transmitted. σi(t) = σi + ωϵ

contributes to realizing this idea, that is, it yields a longer inter-
execution time. Moreover, the larger the energy coefficient ϵ is,
the larger the triggering parameter σi(t) is, and the less data will
be released.

Remark 2.5. The error information of the i − 1th and ith ve-
hicle’s state is brought into the triggering condition. Not only
the variation of an individual is considered, but also the relative
relations of two adjacent vehicles have an effect on the triggering
behaviors. Owing to the memory cell in Fig. 1, the last triggered
data of the i − 1th vehicle is utilized instead of the real-time
sampling data.

Remark 2.6. As a switched event-triggered mechanism is pro-
posed, it is worth mentioning its physical implementation. A
370
specific software program can be designed by comparing the
queuing of cyber attacks with the sampling sequence as shown in
Fig. 2. Once pre-defined conditions are met, the switchings of lo-
cal event triggers and controllers will be executed synchronously.
From the definitions of t i,1n,0h and t i,2n,0h, it can be inferred that
whenever off/on or on/off transitions of attack modes occur, the
system is forced to release the current data.

2.4. The resultant model

Based on the FDI attack model and design of switched event-
triggered mechanism, we are now in a position to construct the
resultant system.

For t ∈ [kh, (k+1)h), we can always find a set of time instants
{t i,γ (t)n,mi(t)

h}, which yields [kh, (k+ 1)h) ∈ [t i,γ (t)n,mi(t)
h, t i,γ (t)n,mi(t)+1h). Here,

mi(t) is set as

mi(t) = argmin
q∈N

{
t − t i,γ (t)n,q | t > t i,γ (t)n,q

}
Then, we can rewrite ∆i and Θi in (12) as

∆i(kh) = xi(kh) − xi(t
i,γ (t)
n,mi(t)

h) (13)

Θi(kh) = xi(t
i,γ (t)
n,mi(t)

h) − x̂i−1(t
i−1,γ (t)
n,mi−1(t)

h) (14)

According to the SETM (12) and the ZOH in Fig. 1, the actual
control input of the ith vehicle can be expressed as

ui(t) = Ki,γ (t)(x′

i(kh) + xi(t
i,γ (t)
n,mi(t)

h) − x̂i−1(t
i−1,γ (t)
n,mi−1(t)

h))

= Ki,γ (t)(ei(kh) +∆i−1(kh) −∆i(kh)

+ (γ (t) − 1)fi(t)), t ∈ [kh, (k + 1)h) (15)

Defining η(t) = t − kh yields

ui(t) =Ki,γ (t)(ei(t − η(t)) +∆i−1(t − η(t)) −∆i(t − η(t))

+ (γ (t) − 1)fi(t)) (16)

in which 0 ≤ η(t) < h.

Remark 2.7. For the ith vehicle, its memory cell as shown in
Fig. 1 stores the last triggered information of both the i−1th and
ith vehicle with respect to the current moment. The components
of ui(t) produced by evi (t) and eai (t) keep until next event trig-
ger occurs. Meanwhile, ui(t) updates itself along with the local
information of epi (t) at every sampling instant.

Without loss of generality, let ∆(t) = [∆T
1(t), ∆

T
2(t), . . .,

∆T
N (t)]

T , F (t) = [f T1 (t), f T2 (t), . . . , f TN (t)]T and Kγ (t) = diag{
K1,γ (t), K2,γ (t), . . . , KN,γ (t)

}
. Considering the definition of u(t) and

Eq. (16), one has

u(t) = Kγ (t)[e(t − η(t)) + Ψ (t − η(t)) + (γ (t) − 1)F (t)] (17)

where Ψ (t) = (L ⊗ I3)∆(t), and L =

⎡⎢⎢⎣
−1 0 · · · 0
1 −1 · · · 0
...

. . .
. . .

...

0 · · · 1 −1

⎤⎥⎥⎦.

Substituting Eq. (17) into Eq. (5), we gain the resultant error
system as⎧⎪⎨⎪⎩

ė(t) = Ae(t) + BKγ (t)[e(t − η(t))

+ Ψ (t − η(t)) + (γ (t) − 1)F (t)], t ∈ Λγ (t)n

e(t) = ϕ(t), t ∈ [−h, 0]
(18)

Before proceeding further, we give the following definition
about system stability.
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efinition 2.1. The resultant error system (18) is called global
xponential stability (GES), if there exist ϱ > 0 and ϖ > 0
atisfying ∥e(t)∥ ≤ ϖ e−ϱt

∥ψ0∥h, in which ∥ψ0∥h ≜ sup−h≤θ≤0
∥e(θ )∥, ∥ė(θ )∥} and ϱ is called the decay rate.

For the vehicle platoon, the main control issue is to determine
he controller gains {Ki,γ (t)} and the critical parameters in the
SETM (12) such that the resultant error system (18) is GES under
the power-constrained attack signal (7).

3. Main results

The stability analysis for the system (18) with the attack signal
(7) and the SETM (12) is formulated in the following theorem.

Theorem 3.1. For given scalars σ0 ∈ (0, 1), ω > 0, ϵ > 0,
α1 > 0, α2 > 0, µ1 ∈ (1,∞), µ2 ∈ (1,∞), Gmin > 0,
Gmax > 0, τa > 0, h > 0, and prescribed matrices S = diag{0, 1, 1},
Σ1 = diag{σ11, σ21, . . . , σN1}, Σ2 = diag{σ12, σ22, . . . , σN2} with
σi1 = σ0, σi2 = σ0 + ωϵ, i = 1, 2, . . . ,N, satisfying

ϱ = (2α1Gmin − 2(α1 + α2)h
−2α2Gmax − ln(µ1µ2)) /τa > 0

(19)

The resultant error system (18) is GES with given controller gains
Km, if there exist Pm > 0, Qm > 0, Rm > 0, Ωm > 0, and Nml,Mml,
m ∈ {1, 2}, l ∈ {1, 2} with appropriate dimensions such that⎧⎨⎩

P1 ≤ µ2P2, P2 ≤ β0µ1P1
Q1 ≤ µ2Q2,Q2 ≤ µ1Q1

R1 ≤ µ2R2, R2 ≤ µ1R1

(20)

Π1
=

⎡⎢⎣Π
1
11 ∗ ∗

Π1
21 Π1

22 ∗

Π1
31 0 Π1

33

⎤⎥⎦ < 0, (21)

Π2
=

⎡⎢⎣Π
2
11 ∗ ∗

Π2
21 Π2

22 ∗

Π2
31 0 Π2

33

⎤⎥⎦ < 0, (22)

Π1
11 =

⎡⎢⎣ Ξ1 ∗ ∗ ∗

0 Ξ2 ∗ ∗

K T
1 B

TP1 0 Ξ3 ∗

Ξ4 NT
11 − N12 Ξ5 Ξ6

⎤⎥⎦ ,
Π1

21 =
[√

hA 0 BK1 BK1
]
,

1
22 = −1/hR−1

1 ,

1
31 =

[
MT

11 0 0 MT
12

0 NT
11 0 NT

12

]
,

1
33 = diag

{
−1/he−2α1hR1,−1/he−2α1hR1

}
,

2
11 =

⎡⎢⎢⎢⎣
Ξ7 ∗ ∗ ∗ ∗

0 Ξ8 ∗ ∗ ∗

K T
2 B

TP2 0 Ξ9 ∗ ∗

Ξ10 NT
11 − N12 Ξ11 Ξ12 ∗

K T
2 B

TP2 0 Ξ13 Ξ14 Ξ15

⎤⎥⎥⎥⎦ ,
Π2

21 =
[√

hA 0 BK2 BK2 BK2
]
,

2
22 = −1/hR−1

2 ,

2
31 =

⎡⎢⎣ 0 0
√
ϵ

√
ϵ(IN ⊗ S) 0

MT
21 0 0 MT

22 0
0 NT

21 0 NT
22 0

⎤⎥⎦ ,
2
33 = diag

{
−I3N ,−1/hR2,−1/hR2

}
,

= 2α P + ATP + P A + Q + M + MT ,
1 1 1 1 1 1 11 11
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Ξ2 = −e−2α1hQ1 − N11 − NT
11,

Ξ3 = (Σ1 ⊗Ω1) − ((L ⊗ I3)−1)T (IN ⊗Ω1)((L ⊗ I3)−1),

Ξ4 = K T
1 B

TP1 − MT
11 + M12,

Ξ5 = (IN ⊗ S)T (Σ1 ⊗Ω1),

Ξ6 = (IN ⊗ S)T (Σ1 ⊗Ω1)(IN ⊗ S) − M12

− MT
12 + N12 + NT

12,

Ξ7 = −2α2P2 + ATP2 + P2A + Q2 + M21 + MT
21,

Ξ8 = −e2α2hQ2 − N21 − NT
21,

Ξ9 = (Σ2 ⊗Ω2) − ((L ⊗ I3)−1)T (IN ⊗Ω2)((L ⊗ I3)−1),

Ξ10 = K T
2 B

TP2 − MT
21 + M22,

Ξ11 = (IN ⊗ S)T (Σ2 ⊗Ω2),

Ξ12 = (IN ⊗ S)T (Σ2 ⊗Ω2)(IN ⊗ S) − M22

− MT
22 + N22 + NT

22,

Ξ13 = (Σ2 ⊗Ω2),
Ξ14 = (Σ2 ⊗Ω2)(IN ⊗ S),
Ξ15 = (Σ2 ⊗Ω2) − I3N .

Proof. Considering the error system (18), we choose the follow-
ing Lyapunov–Krasovskii functional

Vm(t) =eT (t)Pme(t) +

∫ t

t−h
ΥmeT (s)Qme(s)ds

+

∫ 0

−h

∫ t

t+v
ΥmėT (s)Rmė(s)dsdv

where m ∈ {1, 2} is used to represent the sleeping mode (m = 1)
and the active mode (m = 2) of cyber attacks, Pm, Qm, Rm are
positive definite matrices, Υm ≜ e2(−1)mαm(t−s), and αm are positive
scalars.

Case 3.1. Suppose that t ∈ [kh, (k + 1)h) ∈ Λ1
n. Taking the time

derivative of V1(t), we have

V̇1(t) = − 2α1V1(t) + eT (t)(2α1P1 + ATP1
+ P1A + Q1)e(t) + 2e(t − η(t))TK T

1 B
TP1e(t)

+ 2Ψ (t)TK T
1 B

TP1x(t)

− e−2α1he(t − h)TQ1e(t − h)

+ hėT (t)R1ė(t)

+ ∆T (t)(IN ⊗Ω1)∆(t) −∆T (t)(IN ⊗Ω1)∆(t)

−

∫ t−η(t)

t−h
e−2α1(t−s)ė(s)TR1ė(s)ds

−

∫ t

t−η(t)
e−2α1(t−s)ė(s)TR1ė(s)ds

+ 2ξ T1 (t)M1(e(t) − e(t − η(t)) −

∫ t

t−η(t)
ė(s)ds)

+ 2ξ T1 (t)N1(e(t − η(t)) − e(t − h) −

∫ t−η(t)

t−h
ė(s)ds) (23)

where ξ1(t) =
[
eT (t) eT (t − h) Ψ T (t) eT (t − η(t))

]T .
According to the SETM (12), we can derive that

∆T (t)(IN ⊗Ω1)∆(t)

≤ Ψ (t)T (Σ ⊗Ω1)Ψ (t)

+ 2Ψ (t)T (Σ ⊗Ω1)(IN ⊗ S)e(t − η(t))

+ e(t − η(t))T (IN ⊗ S)T (Σ ⊗Ω1)(IN ⊗ S)e(t − η(t)) (24)
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Meanwhile, it can be deduced that

−2ξ T1 (t)M1

∫ t

t−η(t)
ė(s)ds ≤ hξ T1 (t)M1e2α1hR−1

1

MT
1 ξ1(t) +

∫ t

t−η(t)
e−2α1hė(s)R1ė(s)ds

(25)

−2ξ T1 (t)N1

∫ t−η(t)

t−h
ẋ(s)ds ≤ hξ T1 (t)N1e2α1hR−1

1

NT
1 ξ1(t) +

∫ t−η(t)

t−h
e−2α1hė(s)R1ė(s)ds

(26)

To simplify the following work, we define M1 =[
MT

11 0 0 MT
12

]T , N1 =
[
0 NT

11 0 NT
12

]T , where M11, M12,
N11, N12 are arbitrary defined matrices. By applying Eqs. (24)–(26)
to (23) and using the Schur’s complement, it can be inferred that
(21) is the sufficient condition to guarantee V̇1(t)+ 2α1V1(t) < 0.
Integrating both sides of the above inequality yields that

V1(t) < e−2α1(t−kh)V1(kh), t ∈ [kh, (k + 1)h) ∈ Λ1
n (27)

Case 3.2. Suppose that t ∈ [kh, (k+1)h) ∈ Λ2
n. Through a similar

analysis procedure as in Case 3.1, it is indicated that (22) is the
sufficient condition to guarantee V̇2(t) − 2α2V2(t) < 0. Similarly,
we have

V2(t) < e2α2(t−kh)V2(kh), t ∈ [kh, (k + 1)h) ∈ Λ2
n (28)

On the basis of Cases 3.1 and 3.2, we are now in a position to
investigate the relationship between V (t) and V (0).

Combining the definition of Vm(t) and the sufficient condi-
tion (20), we have the following preliminary inference at the time
instants when off/on or on/off transitions occur:{
V1(t

i,1
n,0h) ≤ µ2V2(t

i,1−

n,0 h)

V2(t
i,2
n,0h) ≤ α0µ1V1(t

i,2−

n,0 h)
(29)

where α0 = e2(α1+α2)h.
We assume that there are n off/on transitions of cyber attacks

over (0, t), which means t ∈ [Gn
+Gn

off ,G
n+1) or t ∈ [Gn+1,Gn+1

+

Gn+1
off ). For t ∈ [Gn+1,Gn+1

+Gn+1
off ), according to Eqs. (27)–(29) and

Assumption 2.1, one has

V (t)

≤ e−2α1(t−t i,1n+1,0h)V1(t
i,1
n+1,0h)

≤ µ2e
−2α1(t−t i,1n+1,0h)V2(t

i,1−

n+1,0h)

≤ µ2e
−2α1(t−t i,1n+1,0h)e2α2(t

i,1
n+1,0h−t i,2n,0h)V2(t

i,2
n,0h)

≤ α0µ1µ2e
−2α1(t−t i,1n+1,0h)e2α2GmaxV1(t

i,2−

n,0 h)
...

≤ e−2α1Gmine−ϱtV1(0)

≤ e−ϱtV1(0) (30)

Remark 3.1. In both the situations, t ∈ [Gn
+ Gn

off ,G
n+1) and

t ∈ [Gn+1,Gn+1
+ Gn+1

off ), we can deduce the same conclusion as
in (30). Here, we omit the similar analysis procedure.

Let λ1 = min
{
λmin(Pm)

}
, λ2 = max

{
λmax(Pm)

}
, λ3 = max{

λmax(Qm)
}
, λ4 = max

{
λmax(Rm)

}
, m ∈ {1, 2}, ζ = λ2 + hλ3 +

(h2/2)(λ4 + λ5) > 0. From the definition of Vm(t), it is clear that

λ1∥e(t)∥2
≤ V (t) (31)

V (0) ≤ ζ∥ψ ∥
2 (32)
1 0 h
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Combining Eqs. (30)–(32), we have

∥e(t)∥ ≤

√
ζ

λ1
e−ϱ/2t

∥ψ0∥h (33)

According to Definition 2.1, it can be concluded that the error
system (18) is GES. This completes the proof.

Based on Theorem 3.1, we will give the co-design method of
controller gains {Ki,γ (t)} and weighting matricesΩγ (t) of the SETM
(12) in Theorem 3.2.

Theorem 3.2. For given scalars σ0 ∈ (0, 1), ω > 0, ϵ > 0,
α1 > 0, α2 > 0, µ1 ∈ (1,∞), µ2 ∈ (1,∞), Gmin > 0, Gmax > 0,
τa > 0, h > 0, ρ1 > 0, ρ2 > 0, ρ3 > 0, and prescribed
matrices S = diag{0, 1, 1}, Σ1 = diag{σ11, σ21, . . . , σN1}, Σ2 =

diag{σ12, σ22, . . . , σN2} with σi1 = σ0, σi2 = σ0 + ωϵ, i =

1, 2, . . . ,N, satisfying (19). The resultant error system (18) is GES
with designed controller gains Kim = YimX−1

im (i ∈ {1, 2, . . . ,N}), if
there exist Xm = diag{X1m, X2m, . . . , XNm} > 0, Xim > 0, Q̃m > 0,
Rm > 0, Ω̃m > 0, and Ñml, M̃ml, Ym = diag{Y1m, Y2m, . . . , YNm},
m ∈ {1, 2}, l ∈ {1, 2}, with appropriate dimensions such that⎧⎪⎨⎪⎩

X2 ≤ µ2X1, X1 ≤ β0µ1X2

Q̃1 ≤ µ2Q̃2, Q̃2 ≤ µ1Q̃1

R̃1 ≤ µ2̃R2, R̃2 ≤ µ1̃R1

(34)

Π̃1
=

⎡⎢⎣Π̃
1
11 ∗ ∗

Π̃1
21 Π̃1

22 ∗

Π̃1
31 0 Π̃1

33

⎤⎥⎦ < 0, (35)

Π̃2
=

⎡⎢⎣Π̃
2
11 ∗ ∗

Π̃2
21 Π̃2

22 ∗

Π̃2
31 0 Π̃2

33

⎤⎥⎦ < 0, (36)

Π̃1
11 =

⎡⎢⎢⎣
Ξ̃1 ∗ ∗ ∗

0 Ξ̃2 ∗ ∗

Y T
1 B

T 0 Ξ̃3 ∗

Ξ̃4 ÑT
11 − Ñ12 Ξ̃5 Ξ̃6

⎤⎥⎥⎦ ,
Π̃1

21 =
[√

hAX1 0 BY1 BY1
]
,

Π̃1
22 = −2/hρ1X1 + 1/hρ2

1 R̃1,

˜1
31 =

[
M̃T

11 0 0 M̃T
12

0 ÑT
11 0 ÑT

12

]
,

˜1
33 = diag

{
−1/he−2α1 h̃R1,−1/he−2α1 h̃R1

}
,

˜2
11 =

⎡⎢⎢⎢⎢⎣
Ξ̃7 ∗ ∗ ∗ ∗

0 Ξ̃8 ∗ ∗ ∗

Y T
2 B

T 0 Ξ̃9 ∗ ∗

Ξ̃10 ÑT
11 − Ñ12 Ξ̃11 Ξ̃12 ∗

Y T
2 B

T 0 Ξ̃13 Ξ̃14 Ξ̃15

⎤⎥⎥⎥⎥⎦ ,
˜2

21 =
[√

hAX2 0 BY2 BY2 BY2
]
,

Π̃2
22 = −2/hρ2X2 + 1/hρ2

2 R̃2,

˜2
31 =

⎡⎢⎣ 0 0
√
ϵX2

√
ϵ(IN ⊗ S)X2 0

M̃T
21 0 0 M̃T

22 0

0 ÑT
21 0 ÑT

22 0

⎤⎥⎦ ,
Π̃2

33 = diag
{
−2ρ3X2 + ρ2

3 ,−1/h̃R2,−1/h̃R2
}
,

1̃ = 2α1X1 + X1AT
+ AX1 + Q̃1 + M̃11 + M̃T

11,

2̃ = −e−2α1hQ̃1 − Ñ11 − ÑT
11,

3̃ = (Σ1 ⊗ Ω̃1) − ((L ⊗ I3)−1)T (IN ⊗ Ω̃1)((L ⊗ I3)−1),

Ξ̃ = Y TBT
− M̃T

+ M̃ ,
4 1 11 12
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Fig. 3. Cyber attack signal.

5̃ = (IN ⊗ S)T (Σ1 ⊗ Ω̃1),

Ξ̃6 = (IN ⊗ S)T (Σ1 ⊗ Ω̃1)(IN ⊗ S) − M̃12

− M̃T
12 + Ñ12 + ÑT

12,

Ξ̃7 = −2α2X2 + X2AT
+ AP2 + Q̃2 + M̃21 + M̃T

21,

8̃ = −e2α2hQ̃2 − Ñ21 − ÑT
21,

Ξ̃9 = (Σ2 ⊗ Ω̃2) − ((L ⊗ I3)−1)T (IN ⊗ Ω̃2)((L ⊗ I3)−1),

Ξ̃10 = Y T
2 B

T
− M̃T

21 + M̃22,

Ξ̃11 = (IN ⊗ S)T (Σ2 ⊗ Ω̃2),

Ξ̃12 = (IN ⊗ S)T (Σ2 ⊗ Ω̃2)(IN ⊗ S) − M̃22

− M̃T
22 + Ñ22 + ÑT

22,

Ξ̃13 = (Σ2 ⊗ Ω̃2),
Ξ̃14 = (Σ2 ⊗ Ω̃2)(IN ⊗ S),

Ξ̃15 = (Σ2 ⊗ Ω̃2) − 2ρ3X2 + ρ2
3 .

Proof. In Theorem 3.1, let Pm = diag {P1m, P2m, · · · , PNm} > 0,
Pim > 0 (i ∈ {1, 2, . . . ,N}), and then we assume Xim = P−1

im > 0,
Xm = diag {X1m , X2m, . . . , XNm} > 0, Kim = YimX−1

im .
For P1 > 0, R1 > 0 and ρ1 > 0, it is not difficult to deduce

that (ρ1R1 − P1)R−1
1 (ρ1R1 − P1) ≥ 0, which can be expressed as

− P1R−1
1 P1 ≤ −2ρ1P1 + ρ2

1R1 (37)

Similarly, we have

− P2R−1
2 P2 ≤ −2ρ2P2 + ρ2

2R2 (38)

− X2X2 ≤ −2ρ3X2 + ρ2
3 (39)

According to Eqs. (37)–(39), by pre- and post-multiplying the
sufficient condition (21) with diag

{
I, I, I, I, P1, I, I

}
, diag

{
X1, X1,

X1, X1, X1, X1, X1
}
and their transposes, successively, we can see

that (35) is equivalent to (21). In the same way, (36) guarantees
the sufficient condition (22). Note that Ω̃m = XimΩmXim, M̃11 =

X1M11X1, M̃12 = X1M12X1, M̃21 = X2M21X2, M̃22 = X2M22X2,
N11 = X1N11X1, Ñ12 = X1N12X1, Ñ21 = X2N21X2, Ñ22 = X2N22X2,
Qm = XmQmXm, R̃m = XmRmXm. It is clear that (34) is the sufficient
condition of (20). The proof is completed.

Remark 3.2. In the application of Theorem 3.2, we first gain
the matrices Xim, Yim, and Ω̃m by using the LMI Toolbox, then
we obtain the controller gains Kim = YimX−1

im and the weighting
matrices of the SETM Ωm = X−1

im Ω̃mX−1
im .

4. Simulation examples

In this section, a numerical example is used to verify the
proposed theorems. The vehicle platoon is composed of five vehi-
cles. Note that all vehicles have the same dynamic characteristics
373
Fig. 4. Response of vehicles’ spacing error.

Fig. 5. Response of vehicles’ velocity.

Fig. 6. Response of vehicles’ acceleration.

and share the same parameters of the controller gain and the
SETM. Suppose that the vehicle length L = 5 m, the desired
safety distance r = 30 m and the inertial load π = 0.3.
d i
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Fig. 7. Response of vehicles’ position.

Table 1
Initial status of vehicles.
Vehicle Position (m) Velocity (m/s) Acceleration (m/s2)

V0 190 12.5 0
V1 135 10 0
V2 85 7.5 0
V3 40 5 0
V4 0 2.5 0

According to (19), the critical parameters involved in Theorem 3.2
are predefined as: σ0 = 0.2, ω = 0.5, α1 = 0.14, α2 = 0.3,

1 = 1.02, µ2 = 1.02, ρ1 = ρ2 = ρ3 = 1.2, h = 0.01 s.
eanwhile, an intermittent cyber attack signal is considered as
hown in Fig. 3 with Gmin = 2 s, Gmax = 0.8 s. The injected

alse data is assumed to be fi(t) =

[ 0
−tanh(0.48(vi(t) − vi−1(t)))
−tanh(0.48(ai(t) − ai−1(t)))

]
,

hich yields ϵ = 0.48.
With the above parameters, feasible solutions of Theorem 3.2

an be found through the LMI toolbox, and we have

i1 =
[
−3.8221 −9.9405 −9.5665

]
,

i2 =
[
−0.2006 −0.3793 −0.2726

]
. (40)

1 =

[0.0286 0.0610 0.0482
0.0610 0.1491 0.1168
0.0482 0.1168 0.1033

]
,

2 =

[0.0056 0.0072 0.0047
0.0072 0.0108 0.0056
0.0047 0.0056 0.0068

]
. (41)

emark 4.1. For the parameters involved in Theorem 3.2, some
re selected on experience, for instances, the parameters ρ1, ρ2,
3 and ω. In particular, the ones involved in (19) are key pa-
ameters, which have a significant effect on system performance.
ccording to the definition of ϱ, the larger the α1 is, a smaller α2
ill be requested, and we can gain a relatively larger decay rate.
oreover, σ0 affects the releasing rate, as a rule, a smaller σ0 is
orresponding to a larger triggering tendency.

The initial statuses of five vehicles are shown in Table 1.
igs. 4–7 illustrate the responses of spacing error, velocity, accel-
ration and position, respectively. It is indicated that the main
ontrol objective can be achieved with the proposed control
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Table 2
Initial status of vehicles.
Vehicle Triggers (SETM) Triggers (static ETM)

V1 515 1150
V2 764 1435
V3 984 1764
V4 1114 1967

approach in the presence of cyber attacks. Over (0, 20 s), the fol-
lowing vehicles dynamically adjust their velocity and acceleration
by using the switched event-triggered feedback controller. The
vehicles can maintain the desired safety distance rd = 30 m
s shown in Figs. 4 and 7, and each following vehicle traces the
ame velocity and acceleration as the leading vehicle, accurately
nd rapidly. During the simulation, the leading vehicle performs
transient process of acceleration as shown in Fig. 6, and good

racing characteristics of following vehicles are demonstrated.
ig. 8 shows the corresponding transmission instant and releas-
ng period of vehicle 2 as a representative. A small amount of
ampled data are transmitted during the active time intervals
f cyber attacks, which is corresponding to the concept of the
ETM. The specific amount of triggers of four vehicles is listed in
able 2. With the proposed SETM, 12.9%, 19.1%, 24.6% and 27.9%
f sampled data are transmitted through the network. If a time-
riggered communication scheme is adopted, then all the 4000
ampled data will be transmitted. Obviously, the utilization of
etwork resources is significantly improved by the SETM.
To further verify the effectiveness of the proposed control ap-

roach, a comparative simulation analysis is conducted between
he proposed SETM and the static ETM. For the simulation of
he static ETM, we set σi(t) = σ0 as a constant in both the
leeping intervals and the active intervals. Note that the related
arameters are set as the same as that in the SETM. The corre-
ponding releasing period of vehicle 2 is shown in Fig. 9 as a
epresentative. The specific amount of triggers is listed in Table 2,
nd 28.8%, 35.9%, 44.1%, 49.2% of sampled data are released with
he static ETM. Compared with Fig. 8, a larger amount of sampled
ata are transmitted during the active time intervals. These data
ave been polluted by malicious attacks, which have a negative
mpact on system performances. That is the essential reason for
he high triggering rate. Figs. 10–13 illustrate the responses of
pacing error, velocity, acceleration and position, respectively.
rom Fig. 10, a slightly shorter settling time can be gained by the
tatic ETM, but greater overshoots of velocity and acceleration
re produced as shown in Figs. 11–12. It is indicated there is
o significant improvement in the control performance although
uch more data are triggered. And then we can conclude that the
ETM can obtain a better balance between the utilization rate of
etwork resources and the system performance.

. Conclusion

This work is concerned with the resource-aware control of a
ehicle platoon subject to FDI attacks. The cooperative control
ssue of connected vehicles is considered as a whole, which is
nterpreted as the stabilization problem of an extended error
ystem. Taking the nature of FDI attacks into account, a switched
vent-triggered communication scheme is developed, in which
he event-triggered mechanism is switched with the variation of
ttack modes. By such a switching strategy, the utilization rate of
etwork resources can be further improved. From the simulation
esults, it is indicated that the proposed approaches can guaran-
ee the vehicle system to be stable, that is, each follower vehicle
an accurately and rapidly trace the leading one with almost the
ame velocity and acceleration; meanwhile, a steady safety dis-
ance is maintained even during the dynamic adjustment process.
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Fig. 8. Releasing period of vehicle 2.
Fig. 9. Releasing period of vehicle 2.
Fig. 10. Response of vehicles’ spacing error.

Fig. 11. Response of vehicles’ velocity.
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Fig. 12. Response of vehicles’ acceleration.

Fig. 13. Response of vehicles’ position.



F. Yang, Z. Gu, L. Hua et al. ISA Transactions 131 (2022) 367–376

I
w
d
t
s
n

D

c
t

A

S
b
u

R

n the future work, we will combine the proposed control scheme
ith other network-induced imperfections such as transmission
elays and packet losses. For potential applications, such a con-
rol approach can offer technical supports for automatic drive
ystems, especially in the aspects of vehicle tracking, vehicular
etworking safety, and rear-end collision warning.
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